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Abstract: This paper explores the evolving landscape of corpus linguistics, focusing on the impact of artificial 
intelligence (AI) and its social implications. Over the past two decades, the study of language through corpus linguistics 
has evolved significantly, prompting ongoing reflection on the field's transformation. These reflections naturally give rise 
to pressing questions related to how corpus linguistics will evolve in a world defined by rapid technological progress and 
changing societal priorities. To validate the suppositions and reflections addressed in this contribution, the study 
explores a corpus that comprises scholarly papers from scientific journals, and a collection of AI-related articles taken 
from the media. This dual corpus enables a comparative analysis of how AI-driven corpus linguistics is represented, in 
order to explore how the integration of artificial intelligence is transforming corpus linguistics, and hence the 
methodological, theoretical, and socio-political implications of this shift. The methodological framework combines 
quantitative corpus analysis with qualitative discourse analysis. Collocation and keyword frequency retrieval is applied to 
identify prevalent themes. As expected academic literature emphasizes methodological advancements and data-driven 
rigor, while media discourse highlights ethical concerns and societal implications. These findings support the overview 
and contribute to understanding how AI is shaping both the practice and perception of corpus linguistics in contemporary 
society. 
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1. INTRODUCTION 

Having devoted over two decades to the study of 
language through the lens of corpus linguistics, I often 
find myself reflecting on the transformations this field 
has undergone. These reflections inevitably lead to a 
forward-looking question: What lies ahead for corpus 
linguistics in a world increasingly shaped by rapid 
technological advances and shifting societal needs? As 
researchers, it is our nature to anticipate and adapt, 
driven by curiosity and a commitment to advancing our 
discipline. With these thoughts in mind this current 
contribution formulates a pressing research question: 
how is the integration of artificial intelligence influencing 
methodological approaches and transforming corpus 
linguistics, and what are its broader social and linguistic 
implications? By addressing the above research 
question, it may be possible to determine where corpus 
analysis is heading in this specific context.  

Thus, the study seeks to investigate how AI is 
shaping corpus linguistics methodologies and what 
implications this has for the future of language analysis. 
The paper examines how AI-driven approaches align 
with or diverge from traditional corpus linguistics 
methodologies. Additionally, insights from AI-driven 
linguistic studies are incorporated to address concerns 
regarding AI bias, representation, social impact and 
ethical considerations in corpus analysis. Indeed, 
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sociolinguistic perspectives provide a broader context 
for understanding how AI-driven corpus linguistics 
affects discourse and influences linguistic change. In 
terms of methodology, the paper outlines an empirical 
approach to analyzing AI's role in corpus linguistics. 
This includes: surveying corpus linguistics researchers 
to understand their current use of AI-driven tools and 
their perspectives on methodological shifts; looking at a 
newspaper and online media articles and texts which 
focus on the social implications. These methodological 
steps provide evidence supporting the reflections made 
here on AI’s role in corpus linguistics rather than relying 
on abstract observations in order to move beyond a 
descriptive discussion.  

To explore and develop the observations which 
make up the various sections, a corpus was created 
consisting of newspaper and online media articles 
dealing with AI-driven related issues especially with 
reference to language, and a second sub-corpus of 
scientific research articles was collected on the subject 
of AI integrated language analysis involving technical 
processes like natural language processing and 
machine learning. The two sub-corpora together 
totalled 110,856 words. Although it is a small corpus, it 
can be considered nevertheless representative of 
idiosyncratic features which pointed to the future of AI-
driven corpus linguistics. The corpus generated 
reoccurring language features and common 
collocations recurrent through both sub-corpora which 
formed the basis for the reflections on AI-driven corpus 
linguistics.  
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Nonetheless, it is necessary to point out that this 
study does not primarily focus on corpus analysis or 
corpus linguistic retrieval techniques. Such an 
approach is not the primary objective of the reflections 
reported here, although the considerations make use of 
the small collected corpus so as to identify the most 
frequently occurring and semantically significant lexical 
items in AI-driven corpus linguistics documents. The 
analysis of these key terms led to the formulation of 
forward-looking reflections on the conceptual and 
technical dimensions of AI’s role in corpus linguistics. 
In other words, rather than conducting an extensive 
corpus study, this contribution highlights selected 
lexical units and core AI and NLP terms that emerged 
from the corpus, illustrating the strong emphasis on 
both the technical mechanisms and broader conceptual 
implications of AI within the field. For this purpose, the 
study is not intended to be a mere juxtaposition of 
observations, but rather an analysis informed by some 
empirical findings. While it does not adopt a traditional 
corpus-based linguistic approach, it draws on a 
targeted small-scale corpus to identify key lexical 
patterns and terminological trends within AI-driven 
corpus linguistics discourse. These lexical patterns 
serve as a basis for broader reflections on the 
conceptual and methodological shifts occurring in the 
field. Furthermore, in addressing the core question of 
where corpus linguistics is heading, this study 
emphasizes that AI does not eliminate the corpus itself, 
but reshapes how it is analyzed and interpreted. While 
AI-driven tools offer new efficiencies and capabilities, 
corpus linguistics remains fundamentally reliant on 
language data. This discussion is substantiated with 
some empirical findings and existing research, 
ensuring that conclusions are not based merely on 
speculation, but on an informed and data-driven 
analysis.  

The study continues as follows: section 2 presents a 
brief review of the beginnings in corpus linguistics, 
followed by a description of lexical units and the 
emergence of terms in the literature which reflect the 
advent and integration of AI technologies, chartering 
what this could mean for corpus linguistics research 
analysis. Through corpus retrieval of key collocations, 
section 4 discusses the social impact and relevance of 
AI-driven studies in corpus linguistics, pointing to how 
corpus linguistics can evolve in both the AI landscape 
and its social context, identifying challenges, 
opportunities, and the ethical considerations that 
accompany these advances. 

2. HISTORICAL PERSPECTIVES  

AI’s integration into corpus linguistics is not an 
entirely new phenomenon, and this paper incorporates 
a historical review of AI’s influence on corpus studies 
over the past few years. By tracing the evolution of AI 
in this field, the study will ensure that its claims are 
contextualized within ongoing developments rather 
than presenting AI’s role as a novel or speculative 
future trend. 

When corpus linguistics first emerged as a field, it 
represented an innovative, data-driven approach to 
studying language. Defined as the analysis of language 
through large text collections (corpora), it provided 
researchers with a foundation for examining patterns 
and structures beyond theoretical models by relying on 
empirically gathered data, as opposed to theoretical 
models (Sinclair, 1991; Biber, 1993; Stubbs, 2001). 
The scope of analysis was often constrained by the 
significant effort required to process and examine large 
datasets. Early efforts employed manually compiled 
datasets and basic tools; nonetheless, the potential of 
corpus linguistics to uncover insights about language 
use was apparent even at an early date. Key figures 
like John Sinclair (1991) and Michael Stubbs (2001) 
emphasized the capacity of corpora to illuminate lexical 
semantics and patterns of meaning. Their pioneering 
work laid the groundwork for advancements that would 
expand the field's scope dramatically. In fact, over time, 
corpus linguistics transitioned from small-scale, 
manually compiled corpora and manual analyses to 
leveraging vast, machine-readable datasets. This 
transformation was driven by technological innovations, 
making corpus linguistics increasingly accessible and 
versatile. Its evolution also began to reflect the growing 
recognition of its interdisciplinary potential. 

Corpus linguistics has traditionally relied on human 
expertise in the design and compilation of corpora. 
Early examples, such as the Brown Corpus (Francis 
and Kuçera, 1964), were created by gathering texts 
from various genres to represent the language as it 
was used in a specific time period. As computational 
power increased and software tools became more 
sophisticated, corpus linguistics underwent a major 
shift. The availability of larger corpora and the rise of 
computational methods allowed for the automated 
extraction of linguistic patterns, such as word frequency 
distributions, collocations, and syntactic structures 
(Biber et al., 1998). As we move further into the 21st 
century, the future of corpus linguistics is likely to be 
shaped by two key forces: the evolution of artificial 
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intelligence (AI) and the increasing emphasis on the 
social dimensions of language (Gu, 2023; Bleorţu, 
2024; McEnery and Brooke, 2024). This contribution 
reflects on these two significant factors and their impact 
on ongoing evolutions in the field. 

In recent years, the integration of artificial 
intelligence has introduced a wave of innovation that is 
transforming how we approach corpus linguistics and 
education. Techniques like natural language 
processing and machine learning are no longer fringe 
tools, they are central to methodology for many 
scholars (Gruetzemacher, 2022). These advances 
inspire critical reflection on the direction the field is 
taking. And with these reflections come questions such 
as, are these tools being leveraged to their fullest 
potential, or is there a risk of becoming overly reliant on 
technology at the expense of deeper linguistic insight? 
(McEnery and Hardie, 2012).  

3. KEY COLLOCATIONS DEMONSTRATING AI’S 
ROLE IN SHAPING CORPUS LINGUISTICS: AN AI-
POWERED FUTURE  

An important component of the following 
considerations in this section involves reviewing 
existing literature and ongoing research projects that 
integrate AI into corpus analysis, providing an empirical 
basis for assessing current trends and future directions. 
The question of AI’s impact on the trajectory of corpus 
linguistics is indeed fundamental. Rather than 
suggesting that AI will erase the social dimension of 
linguistic analysis, this study argues that AI-driven 
corpus methods are reshaping how linguistic data is 
processed, analyzed, and interpreted. AI’s role does 
not eliminate qualitative or human-centred approaches, 
but rather extends the range of analytical possibilities 
(Jurafsky and Martin, 2024). At the same time, there is 
a risk that an overreliance on computational modelling 
could underestimate critical sociolinguistic 
perspectives, and this tension must be acknowledged.  

The following list of some retrieved key collocations 
and their contextual surroundings provide empirical 
support for subsequent considerations, demonstrating 
how AI is actively shaping the field of corpus linguistics. 
The collocations are followed by sample sentences 
from the scientific literature illustrating the collocations 
in context. A keyword analysis (using Sketchengine, 
Kilkarif et al., 2006) identifies the most frequently 
occurring and semantically significant words.  

Core linguistic terms: Corpus, annotation, 
pragmatics, syntax, semantics, discourse, tagging, 
transcription;  

AI and Natural Language Processing (NLP) terms: 
Machine learning, deep learning, transformer models, 
neural networks, tokenization, embeddings, AI-
generated text, AI systems, AI models; Application-
oriented terms: annotation, language processing, text 
generation, sentiment analysis, translation, 
computational linguistics, automation, efficiency;  

Ethical terms: Bias, fairness, transparency, data 
ethics, misinformation.  

These keywords indicate a strong focus on both the 
technical and conceptual aspects of AI’s role in corpus 
linguistics, but also on the social and ethical 
considerations (these latter were more prevalent in 
newspaper discourse). The following are also frequent 
lexical semantic patterns, often juxtapositioned with 
‘corpus linguistics’, followed by a verb structure, i.e. CL 
+ verb; for example, driven by AI, powered by machine 
learning, applied in NLP, enhanced by deep learning. 

Retrieved key collocations and frequent lexical units 
included: Artificial Intelligence, corpus linguistics, AI-
driven corpus analysis, machine learning, natural 
language processing techniques, AI-powered language 
models, computational linguistics, AI integration, AI-
enhanced text analysis, automated linguistic 
annotation, AI-based collocation extraction, deep 
learning in corpus studies. 

The following examples (1) – (5) illustrate some of 
the above collocations and verb structures retrieved 
first as concordances, and then as expanded text in the 
corpus. Key collocations are in italics. 

1. Corpus linguistics traditionally relies on software 
to analyse extensive language datasets, 
uncovering patterns and insights. However, the 
rise of generative AI offers opportunities to 
enhance linguistic research by automating tasks, 
improving adaptability, and fostering innovation. 
(Kalaš, 2025:1)  

2. In modern linguistic research, the application of 
Artificial Intelligence has led the field and 
provided powerful tools and prospects for 
linguists. (Jiang and Chen, 2024:58).  

3. LSTM (Machine Learning) is used for extracting 
character features, joint vector representation 
and constructing text generation models and 
generating natural language text. (Danni et al., 
2023). 
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4. In this study, we explore the potential of LLMs in 
assisting corpus-based linguistic studies through 
automatic annotation of texts with specific 
categories of linguistic information (Danni et al., 
2023).  

5. We also release large-scale datasets containing 
sentences where these collocations occur, which 
can be used for training MWE representations, 
or as a resource for corpus linguistics and 
lexicography (Fisas et al., 2020).  

From the key collocations we can perceive how AI 
is advancing with immense potential. As artificial 
intelligence has become more advanced, integrating AI 
into corpus linguistics, significantly enhances the scope 
and depth of language analysis, opening up new 
avenues for research, application, and social impact. 
We continue here to summarize key areas examined in 
the corpus and in the literature.  

The potential for this integration lies in several key 
areas: natural language processing (NLP) (Groenewald 
et al., 2024), machine learning (ML) (Alpaydin, 2020), 
deep learning (DL) (Goodfellow, et al., 2016), and 
automated language generation (Radford et al., 2019). 
Developments in these areas promise to open new 
frontiers for corpus linguistics, making it more powerful, 
efficient, and accessible.  

Techniques that were once cutting-edge, like simple 
keyword-in-context searches, have been superseded 
by sophisticated algorithms capable of processing and 
analyzing language data at unprecedented scales 
(Jurafsky and Martin, 2024). These tools are no longer 
merely aids, they are integral to advanced tools which 
have elevated corpus linguistics from hypothesis-driven 
research to dynamic, automated discovery. NLP, for 
example, facilitates detailed linguistic analyses, 
including syntactic parsing, part-of-speech tagging, and 
named entity recognition. NLP techniques, such as 
part-of-speech tagging (Manning et al., 2014), syntactic 
parsing (Jurafsky and Martin, 2024), and named entity 
recognition (Finkel et al., 2005), can be applied to 
corpus data to automate the analysis of linguistic 
features. Meanwhile, unsupervised learning techniq-
ues, like clustering and topic modelling, uncover latent 
patterns in corpora without requiring predefined 
hypothe-ses, opening new avenues of inquiry (Blei et 
al., 2003).  

More recent advancements, such as transformer-
based architectures like GPT and BERT, exemplify AI's 
impact on language analysis. These models, trained on 

massive datasets, capture not only word-level 
meanings, but also complex syntactic and contextual 
relationships (Vaswani et al., 2017). By processing 
data at unprecedented scales, AI-powered tools detect 
subtle linguistic shifts, offering insights into diachronic 
language change and contemporary usage trends. 
Researchers can now conduct far more nuanced and 
efficient analyses of language data than was previously 
possible, in that using deep neural networks, AI 
systems can learn highly complex linguistic patterns 
across various levels of analysis, including phonology, 
syntax, and semantics. For instance, AI can be used to 
model the semantic relationships between words and 
phrases in a corpus, opening new avenues for 
understanding word meaning in context (Vaswani et al., 
2017). For example, the well-known analogy of words 
like ‘king’ and ‘queen’ or ‘Paris’ and ‘France,’ 
recognizing that ‘king’ is to ‘queen’ as ‘man’ is to 
‘woman,’ and that ‘Paris’ is the capital of ‘France.’ This 
enables AI to understand analogies, synonyms, and 
word associations in context, and makes the abstract 
concept of semantic relationships more tangible by 
showing specific word pairs and how AI processes 
them. These models could potentially aid in the 
analysis of ambiguous or context-dependent language, 
which remains a challenge for traditional corpus 
linguistics.  

These types of tools are especially useful for large-
scale diachronic studies that track language change 
over time (Davies, 2010). For example, tracking the 
frequency of word combinations in English texts over 
centuries, represents one of the ways AI has been 
integrated into corpus linguistics (e.g. Google’s n-gram 
tool). By processing vast quantities of text data, AI can 
detect subtle shifts in word meaning, syntactic 
structures, and usage patterns that may be 
imperceptible to human researchers (Michel et al., 
2011). 

Machine learning, a subset of AI, involves the use of 
algorithms that learn from data to make predictions or 
decisions without being explicitly programmed. In 
corpus linguistics, machine learning techniques could 
be applied to improve pattern detection and predict 
linguistic trends. Supervised learning methods, such as 
classification algorithms, can be used to identify 
particular linguistic categories or structures within a 
corpus, such as sentiment, intention, or speech acts. 
For example, until recently sentiment was difficult to 
capture through automation. Now, machine learning 
algorithms can go beyond hypothesis testing and 
actively generate hypotheses based on patterns 
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observed within the data. For example, let’s say a 
company wants to analyze customer feedback from 
online reviews to determine whether customers feel 
positively, negatively, or neutrally about their products; 
through supervised Learning Applications like a 
classification algorithm, such as a Support Vector 
Machine (SVM) or a deep learning model like BERT, is 
trained on labeled reviews (e.g., positive, negative, 
neutral). Once trained, the model can classify new, 
unseen reviews automatically. Another example is a 
deep learning model trained on social media sentiment 
data which can discover that certain emojis (such as 

) strongly correlate with excitement or humour, 
leading to new insights that researchers had not 
considered. Unsupervised learning techniques such as 
clustering and topic modelling could allow AI to 
discover latent topics and categories within a corpus, 
leading to new areas of research that might not have 
been taken into account otherwise (Blei et al., 2003).  

By applying these techniques to large, unstructured 
corpora, researchers may uncover previously 
unrecognized language features, such as new syntactic 
constructions, dialects, or evolving patterns of social 
interaction. Methods such as clustering and topic 
modelling, could help discover previously unknown 
linguistic patterns and topics of interest, using 
algorithms based on word co-occurrences, allowing 
researchers to track shifting discourse trends, political 
movements, or changes in public sentiment over time. 
Nevertheless, as McEnery and Hardie (2012) caution, 
the power of these tools must be matched by a 
commitment to linguistic insight, ensuring that 
technological advancements do not overshadow the 
interpretive essence of the discipline.  

One key challenge for the future of corpus 
linguistics will be ensuring linguistic diversity in AI 
models. Current AI models have been primarily trained 
on large-scale corpora of standard English and other 
dominant languages. However, the world is home to 
thousands of languages and dialects, many of which 
are underrepresented in current AI training datasets 
(Joshi et al., 2020). To ensure inclusivity, AI models 
should be trained on corpora that reflect a wider range 
of linguistic variation, including regional dialects, non-
standard registers, and indigenous languages. For 
corpus linguistics, this means that future corpora will 
need to be more diverse, including multilingual corpora 
and corpora that represent underrepresented speech 
communities. Such inclusivity will ensure that AI tools 
are more effective and accessible to speakers of all 

languages and dialects, thus preserving linguistic 
diversity. 

For corpus linguistics, AI-generated text can be 
valuable in creating synthetic corpora for specific 
domains or languages where data is scarce. Moreover, 
AI models can assist linguists by generating 
hypotheses or suggesting new avenues of inquiry 
based on patterns discovered in corpora. This 
integration could lead to more dynamic, real-time 
language studies and more comprehensive research 
methodologies. In fact, developments in AI-driven 
corpus linguistics in the ability to analyze corpora in 
real-time, will provide dynamic and immediate feedback 
to researchers and users. Current corpus analysis 
tools, while powerful, often require a significant amount 
of time to process data, especially for large corpora. 
However, advancements in AI-driven computational 
techniques will allow for the near-instantaneous 
processing of language data, enabling linguists to track 
live changes in language use, evolving slang, and even 
political or cultural shifts in real time. This real-time 
feedback loop could prove transformative in areas such 
as social media monitoring, political discourse analysis, 
and sentiment analysis. Furthermore, it could enhance 
the precision of language models used for tasks such 
as automated translation, question answering, and text 
generation, making them more responsive to ongoing 
language trends and shifts. 

Additionally, the expansion of AI-driven corpus 
linguistics cannot be understood in isolation from 
broader geopolitical and economic forces. As AI 
technology is largely dominated by major global 
superpowers, issues of data control, accessibility, and 
epistemological authority become central to 
discussions of corpus linguistics' future. This study 
acknowledges that AI’s role in corpus analysis is not 
just a technical evolution, but also a site of power 
dynamics, where institutions, corporations, and 
governments shape linguistic resources and knowledge 
production. In fact, the following section 4 incorporates 
a discussion of these political and ethical dimensions to 
avoid reducing AI’s impact to mere technological 
progress. 

4. AI-DRIVEN CORPUS LINGUISTICS FOR SOCIAL 
CHANGE: THE DETECTION OF SOCIAL CHAL-
LENGES THROUGH COLLOCATION ANALYSIS  

This section discusses the function of AI-driven 
corpus linguistics in detecting social issues through 
collocations, as well as how AI-driven corpus linguistics 



6    International Journal of Mass Communication, 2025, Volume 3 Ersilia Incelli 

can identify key collocations that emphasise social 
issues such as inequality, environmental concerns, and 
ethical dilemmas. The analytical approach behind the 
reflections which follow in the text, is the result of an 
analysis based on the data retrieved from the corpus. 
The juxtaposition of observations is not intended as an 
isolated reflection, but rather as an attempt to illustrate 
the multifaceted applications of corpus linguistics in 
addressing social change, particularly in the AI era. 
The reflections arise from collocations which were 
retrieved pointing to social and ethical issues that 
frequently emerged in the two sub-corpora, providing 
semantic nuances which were then qualitatively 
interpreted. For example, recurrent lexical items 
referring to ‘ethical’ concerns: algorithmic bias, data 
fairness, explainable AI, ethical NLP, transparency, 
data ethics, misinformation; and frequent lexical items 
regarding ‘social’ implications: potential social 
applications, increased social awareness, AI can 
enhance knowledge and understanding.  

Within a corpus of AI-driven linguistic texts, 
collocations often emerge that point to pressing global 
issues, such as inequality, environmental degradation, 
ethical dilemmas in technology, and political power 
structures. Frequent recurrent collocations for example 
are: AI can enhance awareness/knowledge/ 
understanding, algorithmic bias, AI surveillance. These 
collocations had other reoccurring collocates in the 
vicinity, for example, the lexical unit AI can raise 
awareness frequently appears in discussions 
surrounding social responsibility, education, and digital 
literacy. The collocates of raise awareness include 
words such as bias, misinformation, ethical 
considerations, accessibility, AI models and digital 
divide, indicating that discussions around AI are often 
framed in terms of its potential to address social 
inequities. Such lexical pairings highlight concerns 
about the ethical dimensions of AI and its role in 
shaping public consciousness.  

Below are contextual examples of the collocations 
on the themes of: ethics and AI, AI and social 
challenges, and AI and the environment. The following 
extracts in examples (6) – (10) taken from the corpus, 
illustrate the semantic nuances which emerge, leading 
to debate and discussion on the role of AI in corpus 
linguistics for social change. The examples below 
illustrate the multifaceted relationship between AI and 
ethical considerations, social challenges, and 
environmental impacts, highlighting the importance of 
responsible AI development and deployment. Similarly, 
corpus analysis of AI-related texts frequently reveals 

collocations that point directly to issues of inequality 
and systemic bias. The term algorithmic bias, for 
instance, appears with high frequency alongside words 
such as racial disparities, gender discrimination, socio-
economic inequality, and marginalized communities. 
This pattern suggests that discussions of AI do not 
occur in a political vacuum but are closely tied to 
ongoing debates about fairness and justice in 
automated decision-making. The prevalence of such 
collocations reinforces the argument that AI-driven 
systems must be designed with fairness in mind to 
mitigate rather than exacerbate social inequalities. This 
is reflected in examples (6) and (7). Key collocates are 
in italics. 

6. The integration of AI in beauty industry 
applications has raised awareness about biases 
in AI models, particularly concerning skin tone 
analysis. Companies like Haut.AI and Renude 
are actively working to refine these models to 
provide more accurate and inclusive 
recommendations. This effort highlights the 
growing awareness and proactive measures 
being taken to address AI biases in consumer 
products (Vogue Business.com.2025) 

7. In October 2019, researchers discovered that an 
algorithm used in U.S. hospitals to predict patient 
care needs exhibited racial bias. The study 
revealed that the algorithm favored white 
patients over black patients, leading to 
disparities in the allocation of medical resources. 
This example underscores how algorithmic bias 
can perpetuate existing inequalities in healthcare 
systems (Obermeyer et al., 2019).  

Environmental concerns also emerged in the 
collected corpus of AI-related docuemnts, particularly 
through collocations surrounding the themes of AI and 
sustainability/environment. The data showed frequent 
associations with words like carbon footprint, climate 
modelling, conservation efforts, and energy efficiency, 
demonstrating that AI is being discussed as both a 
potential solution to and contributor to ecological 
challenges. The presence of terms like ethical AI, 
responsible innovation, and green technology further 
reflects an awareness of the need for sustainable 
development within the technological sphere, as shown 
in example (8). 

8. The Vatican has expressed concerns over AI's 
environmental impact, highlighting that the 
significant energy consumption of AI 
technologies contributes to environmental 
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degradation. This underscores the need for 
sustainable AI development practices to mitigate 
adverse ecological effects. (Robertson, 2025) 

The retrieval of key collocations has also revealed 
the intersections of AI with broader issues of 
surveillance and privacy. The collocation AI and 
surveillance frequently co-occurs with words such as 
privacy concerns, state control, ethical implications, 
and mass data collection, underscoring the societal 
anxiety surrounding the expansion of AI-powered 
monitoring technologies. These linguistic patterns 
provide insight into the ways public discourse frames AI 
as both an opportunity and a threat, depending on the 
context in which it is deployed. See example (9). 

9. The resignation of Hoan Ton-That, CEO of 
Clearview AI, a company known for its extensive 
facial recognition database, has brought 
renewed attention to the ethical implications of 
AI-driven surveillance. Clearview AI's practices 
of scraping billions of images from the internet 
without consent have sparked debates over 
privacy rights and the potential for misuse of 
surveillance technologies. (Forbes. com. 2025) 

The following example (10) draws attention to the 
ethical implications and social challenges of AI -driven 
models.  

10. In 2021, the United Nations adopted the 
Recommendation on the Ethics of Artificial 
Intelligence, emphasizing principles such as 
fairness, transparency, and accountability to 
ensure AI systems benefit society while 
respecting human rights (Unesco. org. 2024) 

As shown from the examples above, ultimately, AI-
driven corpus linguistics can do more than simply track 
linguistic trends; it offers a window into the societal 
issues that shape and are shaped by language. The 
recurring collocations found in AI-related texts reveal 
the pressing concerns of our time, from inequality and 
discrimination to environmental sustainability and 
digital ethics. By systematically analyzing these 
patterns, researchers can uncover hidden biases, trace 
the evolution of public discourse, and contribute to 
more informed policymaking. Far from being a neutral 
tool, corpus linguistics, particularly when enhanced by 
AI, becomes a powerful mechanism for social insight, 
helping to identify and address some of the most 
urgent challenges facing contemporary society. 

The examples above illustrate the real-world 
applications and challenges associated with AI 

technologies, emphasizing the importance of 
addressing biases and ethical considerations in AI 
development and deployment. Through the retrieval of 
the data and collocations the following reflections can 
be made, which are confirmed in the literature.  

 A notable dimension of change is the growing 
awareness of advancements in corpus linguistics which 
may have a significant impact on society as a whole. 
As corpus linguistics continues to evolve alongside AI 
technologies, its potential for addressing a range of 
societal issues becomes increasingly evident. The 
ability to analyze and interpret large language corpora 
in the context of social issues, such as identity, health, 
race, gender, has far-reaching implications for how 
society understands and addresses issues related to 
language, communication, and social change. Thus, 
the social potential of corpus linguistics cannot be 
overlooked, which must be integrated alongside the 
potential of AI, in order for it to be a positive challenge 
rather than a threat to the social order (The Guardian, 
11 Dec., 2024; 14 Dec., 2024; 28 Dec., 2024).  

In the past, the primary goal often centred on 
academic pursuits, such as understanding language 
structure, variation, and use. Today, there is an 
increasing emphasis on applying research findings to 
real-world issues (McEnery and Hardie, 2012), from 
enhancing educational materials (Biber et al., 2002; 
Römer, 2009) to addressing biases in AI systems 
(Blodgett et al., 2020). In other words, corpus 
linguistics is no longer confined to purely academic 
inquiries, as in its beginnings. Instead, it increasingly 
intersects with the fields of social sciences and media 
studies where its findings can shape public 
understanding and policy (Baker et al., 2013; McEnery 
and Brookes, 2024). Linguistic work no longer exists in 
isolation, or purely for language learning acquisition, 
but on the contrary, it has the potential to influence or 
even improve lives, with potentially profound social 
implications. This interdisciplinary expansion not only 
enriches the field, but also positions corpus linguistics 
as a key player in addressing global challenges, such 
as, the environment (Alexander, 2009), health, 
(Semino, 2022; Brookes and Collins, 2023), 
immigration, (Baker et al., 2013; Taylor, 2021), gender 
inequality, (Jaworska and larrivée, 2011), social 
inequality (Incelli, 2021; Gomez-Jimenez and Toolan, 
2022), political discourse, (Partington, 2012), language 
diversity and minority languages (Knight et al., 2020), 
to name just a few of the areas of relevant social 
impact.  
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AI systems, particularly those trained on large, 
historical corpora, often inherit and perpetuate societal 
biases, including those related to race, gender, and 
socio-economic status. This can have profound 
consequences, especially when AI is deployed in 
critical applications such as criminal justice, and public 
policy (Bolukbasi et al., 2016). Corpus linguistics has 
the potential to identify and challenge such biases by 
analyzing corpora for patterns of discriminatory 
language use. For example, researchers could 
examine corpora of news articles, political speeches, or 
social media posts to track the ways in which certain 
groups are represented or misrepresented (Baker et 
al., 2013). By analyzing vast corpora of texts, AI 
systems can detect subtle biases, stereotypes, and 
discriminatory language patterns that might otherwise 
go unnoticed. This can be applied to fields as far and 
wide as journalism, law, advertising, and politics, where 
language shapes public perceptions and policies. By 
analyzing these corpora with AI-driven tools, linguists 
can uncover harmful linguistic practices, such as racial 
profiling, misogyny, or homophobia, and work toward 
addressing these issues in broader society, recognize 
and counter biased language could be an important 
step in promoting fairness and equality (Jaworska, 
2020). In this way, corpus linguistics can become a tool 
for social change, empowering activists, policymakers, 
and communities to better understand and challenge 
harmful language use (Zhao et al., 2018). 

Perhaps one of the most significant developments is 
the ‘democratization’ of corpus linguistics (McEnery 
and Hardie, 2012). In the beginning, access to corpora 
and tools was limited to a select few, often requiring 
significant institutional backing. Today, platforms like 
the Corpus of Contemporary American English (COCA) 
(Davies, 2010) and the growing availability of open-
access corpora have made it possible for a much 
broader audience to engage with corpus linguistics. 
Brezina (2018) highlights the importance of 
accessibility in statistics and corpus tools, ensuring that 
even non-specialists can benefit from linguistic insights. 
This shift has profound implications for the future of the 
field, broadening its relevance and reach.  

In the field of education and enhancing language 
learning and teaching, AI-powered corpus linguistics 
can revolutionize language education by providing 
more personalized and data-driven learning 
experiences. By analyzing vast corpora of spoken and 
written language, AI systems can identify the most 
relevant linguistic features that learners struggle with, 
enabling the development of tailored teaching 

materials. Additionally, automated feedback systems 
can provide learners with real-time corrections on their 
language use, making language learning more efficient 
and engaging (Brown et al., 2019). For example, there 
are now major software language learning programmes 
which have this instant feedback tool.  

AI can also help educators track linguistic trends 
and patterns in student writing or speaking, providing 
insights into common errors or misconceptions For 
example, corpus-based tools can assist in designing 
curricula that reflect real-world language use, ensuring 
that students are exposed to language as it is naturally 
employed in various contexts, genres, and registers 
(Thompson, 2018; Lau, 2024). Additionally, within the 
field of language learning, corpus linguistics combined 
with AI can also play a significant role in promoting 
multilingualism and cross-cultural communication. As 
globalization continues, the need for effective 
communication across languages and cultures is more 
critical than ever. AI-powered tools that leverage 
multilingual corpora can help break down language 
barriers, enabling people from different linguistic 
backgrounds to communicate seamlessly. 

Machine translation, a field that has already 
benefited from AI-driven improvements (e.g., Google 
Translate’s transition to neural machine translation), 
can be further enhanced by incorporating more diverse 
and contextually aware linguistic data from larger, more 
comprehensive corpora (Lau, 2024). Similarly, AI-
powered tools can help non-native speakers learn new 
languages by providing real-time translation, 
pronunciation assistance, and language learning aids.  

AI and corpus linguistics can also contribute to the 
preservation of endangered languages. Many 
languages around the world are at risk of extinction, 
and AI-driven corpus analysis provides a powerful tool 
for preserving and revitalizing these languages. By 
compiling digital corpora of rare or endangered 
languages, linguists can ensure that these languages 
are documented and can be studied by future 
generations (Knight et al., 2020). Advanced 
technologies can assist in developing language 
learning resources and materials for these endangered 
languages. For example, AI-powered applications 
could create language models that help learners of 
endangered languages practice speaking, writing, and 
listening. This could be especially important for 
communities that wish to revitalize their native 
languages or for indigenous groups who are seeking to 
preserve their cultural heritage (see Morris, et al., 
2024) for the Welsh language. 
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With these changes come new responsibilities. The 
sheer scale of data we now work with raises ethical 
questions (Brezina, 2018). Who owns this data? How 
should it be used? How can we ensure that our 
analyses respect the diversity of voices represented in 
these corpora? These are questions we grapple with as 
we look to the future, knowing that the answers are 
likely to shape not just our field, but also how society 
understands and interacts with language. These are 
not just technical issues; they are ethical ones, as Boyd 
and Crawford (2012) argue in their critical examination 
of big data. Handling these questions is as much a part 
of research as designing algorithms or analyzing 
concordance lines. One of the most pressing concerns 
is the issue of privacy and data security. As AI systems 
rely on large datasets, there is a need for strict ethical 
guidelines regarding the collection and use of data, 
particularly in the case of personal or sensitive 
information. Biases in language models can perpetuate 
harmful stereotypes or lead to the exclusion of certain 
linguistic communities, which can have a detrimental 
effect on society as a whole. 

5. CONCLUSIONS 

The future of corpus linguistics lies at the 
intersection of linguistic theory, computational 
techniques, and AI-driven innovations. As the field 
continues to integrate with artificial intelligence, the 
possibilities for enhancing linguistic research, 
improving educational outcomes, and promoting social 
equity are vast. Through the power of machine 
learning, natural language processing, and automated 
content generation, corpus linguistics can not only 
deepen our understanding of language but also serve 
as a tool for addressing some of society's most 
pressing issues (McEnery and Brookes, 2024). 

As we move forward, it will be essential for linguists 
and policymakers to collaborate in shaping the ethical 
and responsible use of AI in corpus linguistics, as well 
as in language learning and in education in general, 
ensuring that these technologies are harnessed in 
ways that benefit all sectors of society. It is for the 
reasons mentioned above, that the future of corpus 
linguistics promises to be a dynamic intersection of AI 
technology and social impact. With the continued 
advancement of NLP, machine learning, and deep 
learning, corpus linguistics has the potential to evolve 
into an even more powerful tool for understanding 
language, identifying social trends, and promoting 
justice and inclusion. By addressing the challenges 
involved in ethical implications of responsibility and 

inclusivity, corpus linguistics can continue to be a force 
for positive social change, preserving linguistic 
diversity, and contributing to more equitable, 
multilingual, and fair societies. 

I started this contribution on a personal note and I 
finish looking ahead, seeing a field poised at a 
crossroads, rich with possibilities. The next chapter of 
corpus linguistics will undoubtedly bring challenges, but 
also extraordinary opportunities to deepen our 
understanding of language and its role in society. As 
researchers, we are not just passive observers of these 
changes; we are active participants in shaping the 
future of the discipline. As I conclude, I find myself filled 
with a mix of curiosity and optimism. The challenges 
are significant, but so are the opportunities.  
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