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Abstract: Introduction: Global prevalence meta-analyses often exhibit extreme heterogeneity (I² > 90%), yet criteria 
designed for clinical trials, where homogeneity is desirable, continue to be applied without recognizing that in prevalence 
studies, variability reflects real differences between populations. 

Objective: To document the magnitude of heterogeneity in global prevalence meta-analyses, evaluate the 
methodological strategies employed for its exploration and management, and explore through illustrative application how 
Bayesian methods—rarely employed in prevalence meta-analyses—compare with standard frequentist approaches. 

Methods: Umbrella review conducted according to PRIOR guidelines. Systematic search in SCOPUS for systematic 
reviews with global/worldwide prevalence meta-analyses published between 2015-2025. Data were extracted on I², 
statistical models, subgroup analyses, sensitivity analyses, meta-regression, and prediction intervals. Three 
meta-analyses were randomly selected for illustrative Bayesian re-analysis using hierarchical models with weakly 
informative priors, and the results were compared with those from frequentist approaches. 

Results: Of 53 included meta-analyses, 52 (98.1%) presented I²≥75%, 47 (88.7%) I²≥90%, and 34 (64.2%) I²>99%. 
Management strategies showed a decreasing implementation rate: subgroup analyses (96.2%), sensitivity analyses 
(64.2%), meta-regression (34.0%), and prediction intervals (5.8%). Among studies with I²≥75%, 63.5% provided explicit 
justification for proceeding with pooling. The illustrative Bayesian analysis of three randomly selected studies 
demonstrated excellent concordance with frequentist estimates (differences <0.1%), while providing additional 
uncertainty quantification for heterogeneity parameters unavailable from standard approaches. 

Conclusions: Extreme heterogeneity constitutes the norm in global prevalence meta-analyses. The underutilization of 
prediction intervals (5.8%) and meta-regression (34.0%) represents the critical gap for improving statistical rigor. An 
exploratory Bayesian analysis demonstrated concordance with frequentist estimates, while providing additional 
uncertainty quantification. This illustrates that alternative methods are feasible, though their value lies primarily in 
specific scenarios rather than routine application. Prevalence-specific frameworks should recognize high heterogeneity 
as an expected characteristic requiring comprehensive exploration rather than elimination. 

Keywords: Meta-Analysis, Prevalence, Epidemiologic Methods, Biostatistics, Systematic Reviews, Heterogeneity, 
Publication Bias, Research Design, Evidence-Based Medicine, Public Health. 

INTRODUCTION 

A common observation when reviewing prevalence 
meta-analyses is the consistent presence of extremely 
high I² values, frequently exceeding 90-95%. This 
pattern appears so ubiquitous that it raises a 
fundamental question: is this truly a universal 
characteristic of prevalence meta-analyses, or merely a 
perception based on selective examples? A study of 
134 prevalence meta-analyses found a median I² of 
96.9% (IQR 90.5-98.7), with 93% of studies presenting 
I² >70% [1,2], suggesting that extreme heterogeneity 
may indeed be the norm rather than the exception. This 
heterogeneity reflects real variations between 
populations, differences in operational definitions, and 
disparities in diagnostic methods [3], indicating that 
high I² values represent an expected finding rather than 
evidence of poor methodological quality. 
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However, the inevitability of extreme heterogeneity 
does not eliminate the need for appropriate statistical 
management. Traditional guidelines for meta-analysis 
recommend specific strategies when heterogeneity is 
substantial[4,5]. At minimum, random-effects models 
should be employed to account for between-study 
variability. Beyond this basic requirement, more robust 
approaches exist to investigate and report 
heterogeneity appropriately. These include conducting 
meta-regression or subgroup analyses to explore 
potential sources of heterogeneity, reporting prediction 
intervals alongside confidence intervals to convey the 
expected range of prevalences in different settings, 
using variance-stabilizing transformations appropriate 
for proportion data, and evaluating whether pooling 
remains interpretable when I² exceeds 95% [6-9]. 
Alternative statistical frameworks, such as Bayesian 
hierarchical models, may offer additional advantages in 
modeling complex heterogeneity patterns and 
incorporating prior knowledge about expected 
variability [10,11]. 
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Despite these methodological recommendations, 
systematic documentation of statistical practices in 
published prevalence meta-analyses remains scarce. 
To address this gap, we focus specifically on global 
public health prevalence meta-analyses published in 
Q1 journals. This focus is justified for several reasons. 
First, global prevalence estimates are particularly 
relevant for public health planning and resource 
allocation, as they inform burden-of-disease calculat- 
ions and international health policies. Second, Q1 
journals represent the highest tier of methodological 
rigor and peer review, where adherence to statistical 
recommendations would be expected to be optimal. 
Third, global meta-analyses inherently include studies 
from diverse geographical regions and healthcare 
systems, maximizing the expected heterogeneity and 
therefore providing the most challenging scenario for 
statistical management. We do not expect that 
meta-analyses in other areas or lower-impact journals 
would demonstrate better statistical practices than 
those published in top-tier public health journals. 

If extreme heterogeneity is truly inevitable in this 
context, then understanding how researchers manage 
this statistical challenge becomes critical. Specifically, 
it remains unknown whether meta-analyses 
systematically investigate sources of heterogeneity or 
simply acknowledge their presence, whether prediction 
intervals are routinely reported, and whether alternative 
statistical methods are considered when traditional 
approaches may be insufficient. 

Therefore, the objective of this umbrella review 
(UR) is: (1) to confirm whether extreme heterogeneity 
(I²>90%) is indeed universal across global prevalence 
meta-analyses published in Q1 journals; (2) to 
systematically evaluate what statistical methods 
authors employed to manage this heterogeneity; (3) to 
explore through illustrative application how Bayesian 
hierarchical models—a statistical framework rarely 
employed in prevalence meta-analyses—compare with 
standard frequentist approaches in terms of results, 
uncertainty quantification, and interpretability when 
applied to cases with extreme heterogeneity; and (4) to 
identify gaps between methodological 
recommendations and actual practice, providing 
evidence-based recommendations for improving 
statistical rigor in prevalence meta-analyses. 

METHODS 

Study Design 

An UR of systematic reviews with meta-analyses 
was conducted, following the PRIOR guidelines [12] for 
reporting the synthesis of systematic reviews, adapted 
for prevalence studies. This study was specifically 

designed to evaluate statistical practices in the 
management of heterogeneity rather than to generate 
new prevalence estimates. Additionally, selected 
meta-analyses were re-analyzed using Bayesian 
methods to demonstrate practical implementation and 
compare results with original frequentist approaches, 
focusing on differences in uncertainty quantification 
and interpretability rather than generating novel 
prevalence estimates. 

Search Strategy and Study Selection 

The search strategy was performed in SCOPUS, 
implementing the terms: TITLE-ABS-KEY ("systematic 
review" OR "meta-analysis") AND TITLE-ABS 
("prevalence") AND TITLE-ABS-KEY ("global" OR 
"worldwide" OR "international" OR "multi-country" OR 
"cross-national" OR "world health organization" OR 
WHO). This strategy deliberately captured studies 
synthesizing global prevalences or across multiple 
continents. 

Subsequently, a systematic evaluation of each 
journal's quartile according to SCImago Journal Rank 
was conducted to identify articles published in Q1 
journals in the area of Public Health, Environmental 
and Occupational Health. From these, articles 
corresponding to the top 100 globally positioned Q1 
journals according to SCImago ranking were selected. 
By selecting public health, we were able to include 
journals from diverse areas including epidemiology, 
infectious diseases, epidemiology, preventive medicine, 
among others. 

Eligibility Criteria 

Systematic reviews with meta-analyses whose 
primary objective was estimating global or 
multicontinental prevalence of health conditions or 
events were included, defined as studies that included 
data from at least 3 continents or 10 countries from 
different geographical regions. All studies had to be 
published in peer-reviewed journals and have full-text 
access to allow comprehensive extraction of 
methodological data and heterogeneity management 
strategies. 

Excluded were intervention meta-analyses not 
focused on prevalence, studies conducted solely in 
animals or basic research, narrative reviews without 
quantitative synthesis, and those studies presenting a 
total lack of minimum methodological data, such as 
absence of information about the statistical model 
employed, applied transformations, or any mention 
related to heterogeneity assessment. Studies were not 
excluded based on the magnitude of heterogeneity, as 
documenting the full spectrum of I² values was a 
primary objective. 
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Selection Process 

Three authors (VJVP, JJBC and LAMVS) 
independently reviewed titles and abstracts of all 
identified records to determine eligibility. Subsequently, 
the same reviewers independently evaluated the full 
texts of potentially eligible articles. Discrepancies at 
any stage of the selection process were resolved 
through discussion with a fourth reviewer (FEZM). 

Data Extraction 

Three authors (VJVP, JJBC and LAMVS) 
independently extracted data using a standardized 
form. Discrepancies were resolved by consensus or 
through consultation with a fourthautor (FEZM) when 
necessary. 

Publication characteristics were extracted including 
journal, publication year, SJR impact factor, and 
specific thematic area. Meta-analysis characteristics 
included number of primary studies included, total 
sample size, health condition or event evaluated, and 
reported pooled prevalence. 

The I-squared (I²) statistic was specifically 
documented when reported, recording the exact values 
provided by the original authors. In articles reporting 
multiple meta-analyses or evaluating different 
prevalence outcomes, the maximum reported I² value 
was recorded, following the conservative principle of 
documenting the scenario of greatest heterogeneity. 
This approach was chosen because our objective was 
to evaluate how researchers manage extreme 
heterogeneity when it occurs, rather than to calculate 
average heterogeneity across all possible analyses 
within a paper. 

Methodological information was systematically 
extracted on: (a) the statistical model employed 
(fixed-effects versus random-effects models), including 
the specific estimation method when reported 
(DerSimonian-Laird, REML, Hartung-Knapp-Sidik- 
Jonkman, or others); (b) variance-stabilizing transform- 
ations applied to proportion data (Freeman-Tukey 
double arcsine, logit transformation, or generalized 
linear mixed models); and (c) additional heterogeneity 
metrics beyond I² (Cochran's Q statistic, tau-squared). 

Evaluation of Heterogeneity Management 
Strategies 

Critical to this study's objectives, we systematically 
evaluated the implementation of methodological 
strategies recommended for managing high 
heterogeneity. These strategies included: (1) conduct 
of subgroup analyses, documented as present or 
absent, recording the stratification criteria when 

specified (geographical region, population subgroup, 
methodological characteristics); (2) performance of 
sensitivity analyses, documented as present or absent 
regardless of the specific type of sensitivity analysis 
conducted; (3) application of meta-regression to 
explore sources of heterogeneity, documented as 
present or absent without detailing the specific 
covariates explored, as our focus was on whether this 
analytical approach was employed rather than 
evaluating the appropriateness of variable selection; 
(4) reporting of prediction intervals alongside 
confidence intervals, documented as present or absent, 
as prediction intervals communicate the expected 
range of prevalences in new settings and are 
particularly valuable when heterogeneity is substantial. 

Additionally, we documented whether authors 
provided explicit justification for proceeding with 
pooling when heterogeneity was high (I²≥75%). This 
was recorded dichotomously (present/absent) without 
evaluating the quality or scientific adequacy of such 
justifications, as our objective was to document 
reporting practices rather than critique the reasoning 
provided. Examples of justifications included 
statements acknowledging that heterogeneity is 
expected in prevalence data, mention of using 
random-effects models to account for heterogeneity, or 
discussion of whether pooling remained interpretable 

Quality Assessment of Reviews 

Three authors (VJVP, JJBC and LAMVS) 
independently assessed the methodological quality of 
included studies. Discrepancies were resolved through 
consensus discussion or, when necessary, 
consultation with a fourth author (FEZM). The 
assessment process employed two complementary 
instruments: A Measurement Tool to Assess 
systematic Reviews, version 2 (AMSTAR 2) [13], 
adapted for the specific context of prevalence studies, 
and [second tool name]. This dual approach was 
adopted because no single instrument fully captures 
the methodological particularities of prevalence 
meta-analyses, which present distinct challenges 
including the handling of proportions, variance 
transformations, and heterogeneity patterns that differ 
from those encountered in intervention meta-analyses. 

Data Analysis 

Our analysis adopted a methods-oriented 
descriptive approach, focusing on the frequency and 
magnitude of reported heterogeneity and the 
implementation of recommended statistical practices 
for its management. Each I² value was individually 
recorded as reported by the original authors, without 
initial categorical grouping. 
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The operational classification employed included 
low to moderate heterogeneity (I² < 75%), high 
heterogeneity (I² ≥ 75%), and extreme heterogeneity (I² 
≥ 90%), following thresholds traditionally used in the 
meta-analysis literature. An additional threshold of 
I²>99% was examined given preliminary observations 
during article screening suggesting this level of 
heterogeneity was common. 

For studies with I² ≥75%, we calculated the 
proportion implementing each of the following 
methodological practices: explicit justification for 
proceeding with pooling despite high heterogeneity, 
performance of sensitivity analyses, conduct of 
meta-regression to explore heterogeneity sources, and 
reporting of prediction intervals. These practices were 
selected based on methodological recommendations in 
the literature for managing substantial heterogeneity in 
meta-analyses. 

The analysis was entirely descriptive, documenting 
frequencies and proportions of methodological 
practices. I² values were not recalculated, pooling 
procedures were not repeated, and no attempt was 
made to re-analyze the original meta-analyses, given 
that: (a) not all articles reported the necessary inputs 
for recalculation; (b) access to primary study data was 
not available; and (c) the objective was to document 
published methodological practices as they appear in 
the literature rather than to generate new prevalence 
estimates or validate reported statistics. 

All data extraction and analysis were performed in 
Microsoft Excel by two authors (JJBC and VJVP). 
Discrepancies were resolved through consensus 
discussion between both reviewers. No formal 
statistical testing was conducted as the study objective 
was descriptive documentation of methodological 
practices rather than hypothesis testing. 

Illustrative Bayesian Analysis 

To demonstrate the practical viability of Bayesian 
methods for extreme heterogeneity, three 
meta-analyses were randomly selected from the 53 
included studies using simple random sampling without 
replacement. For each selected study, raw data were 
extracted from published materials when available. 
Bayesian random-effects meta-analysis was 
implemented using the bayesmeta package in R [14], 
with Freeman-Tukey double arcsine transformation for 
proportions [5] . Prior distributions were specified as 
uniform improper prior for the overall effect µ and 
weakly informative half-Normal prior (scale = 0.5) for 
between-study heterogeneity τ [15]. This prior 
specification allows data to dominate while preventing 
implausible values. Posterior distributions were 

generated via Markov Chain Monte Carlo sampling 
with convergence diagnostics [16]. Results were 
compared with frequentist REML estimates to assess 
concordance. Two authors (JJBC and VJVP) 
independently performed all analyses. Discrepancies 
were resolved through consensus discussion between 
both reviewers. Complete R code is provided in 
supplementary material. 

RESULTS 

Description of the Selection Process 

The search strategy implemented in SCOPUS using 
the aforementioned search strategy initially identified 
16,119 records for the period 2000-2025. Systematic 
evaluation of each journal's quartile according to 
SCImago Journal Rank identified 3,512 articles 
published in Q1 journals across all thematic areas, 
specifically 1,522 from the mentioned area of Public 
Health, Environmental and Occupational Health. From 
these, articles corresponding to the top 100 globally 
positioned Q1 journals according to SCImago ranking 
were selected, resulting in approximately 80 eligible 
articles. Finally, applying eligibility criteria resulted in a 
final sample of 53 prevalence meta-analyses that met 
all inclusion requirements for statistical heterogeneity 
analysis and characterization of associated 
methodological practices [17-69]. 

General Characteristics of Included Studies 

Fifty-three meta-analyses from diverse public health 
areas were included, such as infectious diseases, 
epidemiology, and global health (see Table 1 and 
supplementary material 1). All studies (53/53, 100%) 
reported the I² statistic. The heterogeneity distribution 
showed that 52/53 (98.1%) presented I²≥75%, while 
only 1/53 (1.9%) exhibited I²<75% corresponding to a 
study of HBV-HIV comorbidity with I²=0%. Among 
studies with high heterogeneity, 47/53 (88.7%) reached 
I²≥90% and 34/53 (64.2%) showed I²>99%, 
demonstrating that extreme heterogeneity constitutes 
the epidemiological norm in prevalence meta-analyses 
published by elite journals. 

Regarding methodological practices for managing 
heterogeneity, subgroup analysis was implemented in 
51/53 (96.2%), sensitivity analysis in 34/53 (64.2%), 
and meta-regression in 18/53 (34.0%). A total of 52/53 
(98.1%) studies employed at least one strategy to 
explore heterogeneity. Among meta-analyses with 
I²≥75% (n=52), no reports of prediction intervals were 
identified in the extracted data. Explicit justification for 
proceeding with pooling despite high heterogeneity 
was documented variably across studies. 
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Examples of studies with extreme heterogeneity 
that provided justification include: Niu (2023)[17-69] 
with I²=100% who noted "heterogeneity is assumed for 
global data"; Whitten (2024) with I²=99.9% who 
indicated "high heterogeneity is expected due to 
regional and demographic differences"; Albadrani 
(2024) with I²=99% who established the use of 
DerSimonian-Laird random-effects models; and 
Suleiman (2025) with I²=99.80% who proceeded with 
analysis using random-effects models. Studies were 
published in journals including BMC Public Health 
(n=11), Journal of Global Health (n=6), Journal of 
Infection and Public Health (n=5), Infectious Diseases 
of Poverty (n=4), and Frontiers in Public Health (n=4). 

Implementation of Methodological Practices in 
Studies with High Heterogeneity 

Among the 52 meta-analyses with I²≥75%, the 
following frequency of methodological practices was 
observed: reporting of I²≥75% in 52/52 (100%), explicit 
justification for pooling despite high heterogeneity in 
33/52 (63.5%), performance of sensitivity analyses in 
34/52 (65.4%), conduct of meta-regression in 18/52 
(34.6%), and reporting of prediction intervals in 3/52 
(5.8%) (Table 2). 

In the quantitative synthesis, all studies with I²≥75% 
employed random-effects models. The DerSimonian- 
Laird method was the most frequently reported (n=15), 
followed by unspecified random-effects models (n=25). 
For variance stabilization, 8 studies applied the 
Freeman-Tukey double arcsine transformation, 3 used 
logit transformation, and 2 employed generalized linear 
mixed models (GLMM). Heterogeneity was quantified 
using I² in all studies (52/52, 100%), with additional 

reporting of Cochran's Q statistic in 28/52 (53.8%) and 
τ² in 5/52 (9.6%). GLMM models were used in 4/52 
(7.7%) studies, including the works by Wikswo (2025), 
Song (2025), Kip (2024), and Román-Gálvez (2021). 

Risk of Bias Assessment Through AMSTAR-2 

The AMSTAR-2 assessment revealed considerable 
variability in the methodological quality of the 53 
included meta-analyses. The criterion with highest 
compliance was the declaration of conflicts of interest, 
present in all studies (53/53, 100%), consistently 
reporting absence of conflicts of interest. 
Comprehensive literature search was documented in 
49 studies (92.4%), followed by detailed description of 
included studies in 46 studies (86.8%) and risk of bias 
assessment in primary studies in 44 studies (83%). 
Heterogeneity exploration was reported in 42 studies 
(79.24%) and publication bias assessment in 43 
studies (81.13%). 

The methodological aspects with lowest compliance 
corresponded mainly to procedural elements critical for 
the validity of systematic reviews. Protocol registration 
was documented in only 16 studies (30.18%), while 
duplicate selection was reported in only 15 studies 
(28.3%) and duplicate extraction in 29 studies 
(54.71%). The list of excluded studies with specific 
reasons was provided in only 19 studies (35.84%), and 
information on funding sources of primary studies was 
considered in only 3 studies (5.7%). These findings 
suggest systematic deficiencies in reporting 
fundamental procedural aspects, although most 
studies implemented appropriate strategies for 
statistical analysis and interpretation of results. 

Table 1: Characteristics and Methodological Practices of Included Meta-Analyses (Q1 review) 

Characteristic / Practice n/N (%) 

Prevalence meta-analyses included 53/53 (100%) 

Reported I² 53/53 (100%) 

Distribution of I²:  

I² = 0% 1/53 (1.9%) 

I² > 0% and < 75% 0/53 (0%) 

I² ≥ 75% (high) 52/53 (98.1%) 

I² ≥ 90% (very high) 47/53 (88.7%) 

I² ≥ 95% 45/53 (84.9%) 

I² > 99% 34/53 (64.2%) 

Strategies for managing heterogeneity:  

Subgroup analyses 51/53 (96.2%) 

Sensitivity analyses 34/53 (64.2%) 

Meta-regression 18/53 (34.0%) 

Any strategy 52/53 (98.1%) 
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Partial compliance was frequent across multiple 
domains, particularly in justification of included study 
designs (39 studies with partial compliance), explicit 
PICO criteria, and consideration of risk of bias in the 
interpretation of results. This pattern suggests that 
while researchers recognize the importance of these 
methodological elements, their implementation and 
reporting do not always reach the optimal standards 
established by AMSTAR-2 guidelines. Nevertheless, all 
studies employed appropriate meta-analysis methods 
for prevalence data, demonstrating technical 
competence in the specific statistical analysis of 
proportions and implicit recognition that high 
heterogeneity is epidemiologically expected in this type 
of quantitative synthesis. 

Illustrative bayesian analysis: empirical 
comparison 

Three meta-analyses were randomly selected: Hu 
et al. [28] examining Hashimoto's thyroiditis prevalence 
(k=48, I²=100%), Whitten et al. [35] on childhood 
domestic violence exposure (k=52, I²=99.9%), and 
Armoon et al. [64] on suicide ideation among homeless 
youth (k=37, I²=99%). These studies represent diverse 
health conditions with prevalence ranging from 7.6% to 
38.0%, yet all exhibit extreme heterogeneity 
characteristic of global syntheses. Complete 
reproducible R code for each illustrative analysis is 
provided in Supplementary Code S1 (Hu et al.), S2 
(Whitten et al.), and S3 (Armoon et al.). Table 3 
presents comparative results. 

Frequentist and Bayesian approaches yielded 
nearly identical prevalence estimates, with differences 
of 0.01 to 0.10 percentage points. Confidence and 
credible intervals showed complete overlap across all 
three meta-analyses. For Hu et al., Bayesian τ = 
0.1458 (95% CrI: 0.117-0.178) compared to frequentist 
τ = 0.1424, indicating moderate between-study 
variability. For Whitten et al., Bayesian τ = 0.2062 
(0.167-0.249) versus frequentist τ = 0.2015 reflected 
substantial heterogeneity consistent with 69-fold 
variation (1.0%-70.2%). For Armoon et al., Bayesian 
analysis provided τ = 0.1850 (0.149-0.224), information 
not reported in the original frequentist analysis. 
Prediction intervals were nearly identical across 

frameworks, accurately reflecting the expected 
variation in future studies. 

The Bayesian credible intervals for τ provide direct 
quantification of uncertainty, which is unavailable from 
standard frequentist REML. Knowing that τ ranges from 
0.149 to 0.224 in Armoon et al. informs whether 
meta-regression could plausibly reduce heterogeneity 
substantially or whether large residual variability will 
persist. The wide credible interval for τ in Whitten et al. 
(0.167-0.249) indicates considerable uncertainty about 
the magnitude of heterogeneity itself, suggesting that 
point estimates of τ² from REML may provide false 
precision. Prediction intervals from both approaches 
correctly show that new studies could yield 
prevalences spanning nearly the entire observed range, 
confirming that extreme heterogeneity is real 
population variability rather than a statistical artifact. 

DISCUSSION 

Main Findings 

This umbrella review confirms that extreme 
heterogeneity (I²≥90%) is nearly universal in global 
prevalence meta-analyses, present in 88.7% of studies, 
with 64.2% exceeding I²>99%. This finding aligns with 
previous research documenting I² values routinely 
exceeding 95% in prevalence meta-analyses[3,70] . 
More importantly, it reveals substantial gaps between 
recommended statistical practices and actual 
implementation. While 96.2% performed basic 
subgroup analyses, only 34.6% conducted 
meta-regression and merely 5.8% reported prediction 
intervals, despite explicit recommendations for their 
routine use [11,71,72]. Additionally, 36.5% of studies 
with I²≥75% provided no justification for proceeding 
with pooling. These findings indicate that the statistical 
challenge is not the magnitude of heterogeneity itself, 
but rather the incomplete implementation of methods to 
investigate, report, and interpret it appropriately 
[73,71]. 

The illustrative Bayesian analysis of three randomly 
selected meta-analyses demonstrates that alternative 
statistical frameworks are practically implementable 
and yield results concordant with frequentist 

Table 2: Cascade of Methodological Practices in Studies with I² ≥75% (n=52) 

Methodological criterion n/52 (%) 

Reported I² ≥75% 52/52 (100%) 

Justified pooling despite high I² 33/52 (63.5%) 

Added sensitivity analyses 34/52 (65.4%) 

Performed meta-regression 18/52 (34.6%) 

Reported prediction intervals 3/52 (5.8%) 
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approaches while offering distinct interpretive 
advantages. The near-identical point estimates across 
frameworks (differences <0.1%) confirm that the choice 
of statistical approach does not alter substantive 
epidemiological conclusions about prevalence 
magnitudes. However, Bayesian methods provide 
additional uncertainty quantification for heterogeneity 
parameters through credible intervals, information not 
directly available from standard frequentist REML 
estimation [8,9]. 

Why Extreme Heterogeneity is Expected 

The near-universal presence of extreme hetero- 
geneity in global prevalence meta-analyses reflects 
fundamental epidemiological reality rather than 
methodological failure [7,74]. Prevalence varies gen- 
uinely across populations due to differences in genetic 
susceptibility, environmental exposures, healthcare 
access, diagnostic practices, and socioeconomic 
determinants [70,75]. A global meta-analysis syn- 
thesizing data from 50 countries across four decades 
should exhibit high I² because the underlying disease 

burden differs substantially. This heterogeneity is not 
statistical noise to be minimized but epidemiologically 
informative data about disease determinants [7]. The 
distinction from intervention meta-analyses is critical: in 
treatment studies, heterogeneity in effects may indicate 
effect modification requiring explanation before causal 
inference is valid [75]. In prevalence meta-analyses, 
heterogeneity is the expected pattern that comm- 
unicates real variability in disease burden [3,74]. The 
statistical challenge is not to eliminate this hetero- 
geneity but to characterize it appropriately [9]. From 
this perspective, I²>90% is not a problem requiring 
correction but an expected feature requiring appro- 
priate investigation and reporting [7,76]. The pooled 
estimate serves as a summary of central tendency 
across diverse contexts rather than a single true value 
to be estimated with maximum precision [76]. 

Statistical Solutions: Frequentist Approach 

When I² consistently exceeds 95-99%, researchers 
face a critical statistical question: does the pooled 
estimate retain interpretability, or does extreme 

Tabla 3: Frequentist versus Bayesian Results in Three Randomly Selected Global Prevalence Meta-Analyses with 
Extreme Heterogeneity 

Characteristic Hu et al. (2022) Hashimoto's 
thyroiditis 

Whitten et al. (2024) Childhood 
violence 

Armoon et al. (2024) 
Suicide ideation 

Sample characteristics 

Number of studies (k) 48 52 37 

Total participants (N) Not reported 784,612 96,557 

Population General General Homeless youth 

Frequentist results (REML) 

Pooled prevalence (%) 7.61 17.16 38.00 

95% CI (%) 5.60 - 9.91 13.14 - 21.60 33.0 - 43.0 

95% Prediction interval (%) 0.00 - 28.40 0.02 - 55.02 Not reported 

I² (%) 100.0 99.9 99.0 

τ (between-study SD) 0.1424 0.2015 Not reported 

Observed range (%) Not reported 1.02 - 70.24 13.0 - 75.0 

Bayesian results (Half-Normal prior) 

Posterior mean prevalence (%) 7.62 17.18 38.10 

Posterior median prevalence (%) 7.61 17.17 38.05 

95% Credible interval (%) 5.61 - 9.92 13.15 - 21.62 33.05 - 43.10 

Posterior mean τ 0.1458 0.2062 0.1850 

Posterior median τ 0.1445 0.2048 0.1835 

95% Credible interval for τ 0.117 - 0.178 0.167 - 0.249 0.149 - 0.224 

95% Predictive interval (%) 0.01 - 28.50 0.02 - 55.10 5.5 - 72.0 

Concordance assessment 

Difference in point estimates +0.01% +0.02% +0.10% 

Overlap in uncertainty intervals Complete Complete Complete 

Interpretation Excellent agreement Excellent agreement Excellent agreement 

CI = confidence interval; CrI = credible interval; PI = prediction interval; τ = between-study standard deviation; Δ = difference between point estimates. 
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between-study variability render it misleading? A 
pooled prevalence of 25% with I²=99% might suggest a 
precise estimate to readers unfamiliar with 
heterogeneity interpretation, yet the underlying data 
could include individual studies ranging from 5% to 
65%. The confidence interval around the pooled 
estimate (e.g., 22-28%) communicates only sampling 
uncertainty within studies, ignoring the massive 
variability between studies [71,77]. This fundamental 
limitation of confidence intervals in the presence of 
extreme heterogeneity necessitates alternative 
approaches to uncertainty quantification [78,79]. 

Prediction intervals provide a frequentist solution by 
incorporating both within-study and between-study 
variance components [71,79]. Mathematically, the 
prediction interval for a new study is calculated as: PI = 
θ̂ ± t(df) × √(SE²(θ̂) + τ²), where τ² represents the 
between-study variance [79,80]. The critical distinction 
is that τ² accounts for heterogeneity, making the 
prediction interval substantially wider than the 
confidence interval when heterogeneity is high. For a 
meta-analysis with I²=99%, where τ² dominates the 
variance structure, the prediction interval might span 
5-65% even when the confidence interval is narrow 
(22-28%) [71,81]. This wider interval correctly reflects 
the uncertainty about what prevalence to expect in a 
new setting, which is the epidemiologically relevant 
question for public health planning [11]. The finding that 
only 5.8% of studies reported prediction intervals 
means that the vast majority failed to communicate the 
most practically useful measure of uncertainty. 
Standard meta-analysis software can calculate 
prediction intervals with minimal additional effort: in R, 
the metafor package implements this via the predict() 
function applied to a fitted random-effects model [82]. 
In Stata, the metan command with the rfdist option 
generates prediction intervals [83]. Despite this 
computational accessibility, prediction intervals remain 
severely underreported [72]. 

Meta-regression extends the basic random-effects 
model by including study-level covariates to explain 
heterogeneity. The model can be expressed as: θᵢ = β₀ 
+ β�x�ᵢ + β�x�ᵢ + ... + β�x�ᵢ + uᵢ + εᵢ, where x 
variables are study-level covariates (e.g., mean age, 
GDP per capita, year of publication), β coefficients 
quantify the association between covariates and 
prevalence, uᵢ represents residual between-study 
heterogeneity, and εᵢ is within-study sampling error. 
The proportion of heterogeneity explained can be 
assessed by comparing τ² from the meta-regression 
model to τ² from the intercept-only model: R² = (τ²null - 
τ²reg)/τ²null. For example, if meta-regression including 
mean population BMI, healthcare access index, and 
diagnostic criteria reduces τ² from 0.45 to 0.25, then R² 
= 0.44, indicating that these covariates explain 44% of 

between-study heterogeneity. This transforms 
heterogeneity from unexplained noise into interpretable 
epidemiological patterns. Meta-regression offers 
advantages over subgroup analysis by handling 
continuous moderators, examining multiple covariates 
simultaneously, and quantifying explained variance 
[84]. However, only 34.6% of studies employed this 
approach despite most having I²>90%, representing a 
substantial missed opportunity. 

The justification for pooling when I²>95% requires 
careful statistical and epidemiological consideration 
[85] . Several criteria can guide this decision [84]. First, 
examine the prediction interval: if it falls within a 
clinically or epidemiologically meaningful range despite 
high I², pooling may be defensible [71]. For example, a 
pooled diabetes prevalence of 8% with a prediction 
interval of 4-14% might be useful for public health 
planning even though I²=97%, as all values in this 
range have similar policy implications. Conversely, if 
the prediction interval spans 2-45%, the pooled 
estimate of 15% may be misleading. Second, assess 
whether meta-regression explains substantial 
heterogeneity: if R²>0.50, indicating that covariates 
explain more than half the between-study variance, 
then presenting the meta-regression model may be 
more informative than the crude pooled estimate [84]. 
Third, consider whether there is theoretical justification 
for an average prevalence to be meaningful: for global 
prevalence of infectious diseases with major 
geographical and climate dependencies, a global 
average may be less useful than region-specific 
estimates [70,75]. Fourth, evaluate whether the 
heterogeneity is statistical or structural: if all studies 
measure the same construct with similar methods but 
show variation due to true population differences, 
pooling might be appropriate with careful interpretation 
[9]. However, if studies use fundamentally different 
diagnostic criteria or inclusion criteria, the 
heterogeneity may be structural and pooling across 
incomparable estimates inappropriate [1,70]. When 
these criteria suggest pooling may not be appropriate, 
alternatives include presenting stratified estimates by 
key moderators, providing the meta-regression model 
for readers to generate context-specific predictions, or 
offering a narrative synthesis describing the range and 
patterns of prevalences without attempting to calculate 
a pooled estimate [86]. 

Exploratory Bayesian Analysis: an Underutilized 
Methodological Alternative 

Bayesian methods remain rarely employed in 
prevalence meta-analyses despite their theoretical 
advantages for managing extreme heterogeneity. To 
explore their practical feasibility and interpretability, we 
conducted illustrative Bayesian re-analysis of three 
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randomly selected meta-analyses. This exploratory 
analysis aims not to recommend routine Bayesian 
implementation, but rather to demonstrate: (1) how 
these methods perform when applied to real 
prevalence data with extreme heterogeneity; (2) what 
additional information they provide compared to 
standard frequentist approaches; and (3) under what 
specific circumstances they might offer substantive 
advantages beyond interpretive preferences. 

The near-identical point estimates across 
frameworks (differences <0.1%) are expected and 
appropriate. With moderate-to-large study numbers 
(k=37-52) and weakly informative priors, Bayesian 
posteriors are dominated by data, naturally converging 
with frequentist estimates. This concordance is a 
strength, not a limitation: it demonstrates that in typical 
prevalence meta-analyses with adequate sample sizes, 
the choice of statistical framework does not materially 
alter epidemiological conclusions about prevalence 
magnitudes. However, the frameworks differ critically in 
what uncertainty they quantify and how results are 
interpreted [87]. 

Frequentist confidence intervals communicate 
sampling uncertainty under hypothetical repetition, 
while Bayesian credible intervals provide direct 
probability statements about parameter values given 
the observed data [87]. For policymakers, stating "there 
is 95% probability that the global average prevalence of 
childhood violence exposure lies between 13.2% and 
21.6%" (Bayesian interpretation) aligns more naturally 
with decision-making needs than "95% of such 
intervals would contain the true value if the procedure 
were repeated infinitely" (frequentist interpretation). 
This interpretive clarity represents a practical 
communication advantage when translating findings for 
non-statistical audiences [88]. 

The Bayesian quantification of uncertainty in τ itself 
addresses a limitation of frequentist REML estimation, 
which provides point estimates of τ² but no direct 
confidence intervals without bootstrap resampling. The 
provision of credible intervals for heterogeneity (τ) 
represents additional information unavailable from 
standard frequentist approaches. Knowing that τ 
ranges from 0.149 to 0.224 with 95% probability in the 
Armoon et al. analysis informs whether subsequent 
meta-regression has realistic potential to explain 
substantial heterogeneity or whether large residual 
variability should be expected regardless of covariate 
adjustment [89]. The wide credible interval for τ in 
Whitten et al. (0.167-0.249) indicates considerable 
uncertainty about heterogeneity magnitude itself, 
suggesting that point estimates of τ² from REML may 
convey false precision. 

Bayesian hierarchical models offer a fundamentally 
different framework for handling extreme heterogeneity 
that addresses several limitations of frequentist 
approaches. In the Bayesian framework, both the 
study-specific prevalences and the between-study 
heterogeneity are treated as random variables with 
probability distributions [87]. The critical Bayesian 
element is the specification of prior distributions for the 
parameters. For the overall mean µ, a weakly 
informative prior is often appropriate when prior 
knowledge is limited.For the heterogeneity parameter τ, 
common choices include half-Normal priors or 
half-Cauchy priors, though the choice can substantially 
influence posterior estimates when heterogeneity is 
extreme and the number of studies is small [90] . 

Several R packages facilitate Bayesian meta- 
analysis with different levels of complexity and flexibility. 
The bayesmeta package provides a straightforward 
interface specifically designed for meta-analysis, 
automatically handling prior specification and 
producing posterior summaries, prediction intervals, 
and forest plots. The brms package offers greater 
flexibility for complex hierarchical models, using syntax 
similar to standard R regression. For users requiring 
maximum control, the rstan package allows direct 
specification of Stan models. Each package has 
trade-offs: bayesmeta prioritizes simplicity and is ideal 
for standard meta-analyses; brms balances flexibility 
and usability for complex hierarchical models; rstan 
provides maximum control but requires more statistical 
programming expertise. Markov Chain Monte Carlo 
sampling generates samples from the posterior 
distribution, with convergence diagnostics essential for 
reliable inference. A typical Bayesian meta-analysis 
with 50 studies requires 5-10 minutes on standard 
hardware, making exploration computationally feasible 
for most research contexts [87,91]. 

Bayesian methods offer substantive advantages in 
specific scenarios: small study numbers (k<10) where 
regularizing priors stabilize unstable REML estimates; 
complex hierarchical structures (three-level umbrella 
reviews) handled naturally through nested random 
effects; availability of prior information from similar 
meta-analyses that can be formalized; and 
decision-making contexts requiring specific probability 
calculations (e.g., P(prevalence > threshold) for 
resource allocation). In the absence of these 
conditions—as in our illustrative examples with 
adequate k and weak priors—Bayesian methods 
provide interpretive advantages and additional 
uncertainty metrics but do not fundamentally change 
epidemiological conclusions [87,91]. 

Practical considerations favor different approaches 
depending on context. Frequentist methods 
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(DerSimonian-Laird, REML with Hartung-Knapp 
adjustments) remain appropriate for straightforward 
meta-analyses with adequate numbers of studies 
(typically n≥10) and when prior information is limited or 
controversial [92] . They provide computational 
simplicity (seconds versus minutes) and are familiar to 
most researchers and reviewers [82]. The meta for 
package in R implements all standard frequentist 
methods. The Hartung-Knapp-Sidik-Jonkman method 
specifically modifies the variance of the pooled 
estimate to account for uncertainty in τ² estimation, 
providing more conservative confidence intervals when 
the number of studies is small or heterogeneity is large 
[93]. For prevalence meta-analyses with extreme 
heterogeneity, a pragmatic approach is to conduct 
frequentist analysis as the primary method for 
transparency and comparability with the existing 
literature, optionally supplemented by Bayesian 
analysis as a sensitivity analysis to examine the 
robustness of conclusions to prior specifications and to 
obtain full predictive distributions [94]. 

Practical recommendations 

The critical gap identified in this umbrella review is 
not the absence of Bayesian methods— 
understandably complex and requiring specialized 
expertise—but rather the severe underutilization of 
standard tools: prediction intervals (5.8% reported, 
despite their computational simplicity) and 
meta-regression (34.0% employed, despite I² values 
exceeding 90% in most studies). These frequentist 
tools, readily implementable via metafor or Stata, 
remain the priority for improving statistical rigor in 
prevalence meta-analyses [71,73,78]. 

A prevalent misconception in the literature is that I² 
values exceeding 90% represent methodological 
failure, invalidating meta-analysis. This perspective is 
epidemiologically incorrect and statistically unjustified. 
Global prevalence data are necessary for public health 
planning, resource allocation, and research priority 
setting, regardless of heterogeneity. Rejecting global 
prevalence meta-analyses due to high I² is equivalent 
to denying that populations differ in disease 
burden—an untenable position. Extreme heterogeneity 
is not a reason to discard studies or to conclude that 
"prevalence meta-analyses cannot be conducted." It is 
a reason to apply appropriate statistical methods that 
recognize, quantify, and interpret this variability as 
valuable epidemiological information rather than noise 
to be eliminated [3,70]. The quality criterion is not the 
magnitude of I², but the completeness and 
appropriateness of its investigation [1]. A meta-analysis 
with I²=99% that reports prediction intervals, conducts 
meta-regression, and justifies pooling decisions is 
methodologically superior to one with I²=40% that 

ignores residual heterogeneity. Global prevalence 
estimates, despite extreme heterogeneity, provide 
essential reference points for contexts lacking local 
data, identify gaps in geographical knowledge, and 
facilitate temporal comparisons of disease burden [75]. 
The question is not "should we conduct global 
prevalence meta-analyses with high heterogeneity?" 
but "how do we conduct them appropriately?" 

Three actionable priorities emerge clearly. First, 
implement prediction intervals routinely when I²≥75%. 
The current reporting of 5.8% versus the required 
100% represents the most severe gap identified. The 
software is accessible (predict() function in metafor, 
rfdist option in Stata), the additional time required is 
minimal (<5 minutes per analysis), but the impact on 
interpretability is substantial [1,72,73]. Prediction 
intervals communicate epidemiologically relevant 
uncertainty about expected prevalence in new contexts, 
while confidence intervals only communicate sampling 
uncertainty [78]. For public health planning, knowing 
that future prevalence will likely fall between 5-65% 
(prediction interval) is more useful than knowing that 
the global average is precisely estimated between 
22-28% (confidence interval) [71,78]. This wide interval 
does not invalidate the meta-analysis—it correctly 
reflects the epidemiological reality that prevalence 
varies substantially across contexts. Policymakers 
need to be aware of this range to plan scenarios and 
allocate resources effectively. Omitting prediction 
intervals communicates false precision that can lead to 
inadequate planning [71]. 

Second, conduct meta-regression when feasible 
(typically when n≥10 studies per covariate) [84]. The 
current use of 34.6% versus the ~80% expected given 
typical study numbers in global meta-analyses 
represents a missed opportunity to transform 
unexplained heterogeneity into interpretable 
epidemiological patterns. Meta-regression enables the 
identification of which factors (population age, 
economic development, healthcare access, and 
diagnostic criteria) explain variability in prevalence [84]. 
When R²>0.50, the meta-regression model may be 
more informative than the crude pooled estimate 
because it allows context-specific predictions. For 
example, instead of reporting "global diabetes 
prevalence is 15% (95% CI: 13-17%, I²=98%)" with 
prediction interval 3-48%, meta-regression can 
communicate "prevalence increases 0.8% per 5-point 
increase in mean population BMI and 1.2% per 10-year 
increase in median population age, explaining 58% of 
between-study heterogeneity." This information is 
directly actionable for specific contexts. Potential 
covariates should be pre-specified based on 
epidemiological domain knowledge, and the analysis 
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must report both regression coefficients and proportion 
of heterogeneity explained (R²) with its epidemiological 
interpretation [84]. The main limitations are requiring 
adequate numbers of studies and risk of ecological 
bias when using aggregated study-level data rather 
than individual participant data,but these risks do not 
justify omitting the analysis when feasible. 

Third, explicitly justify pooling decisions when 
I²>95% (1-7). The current 36.5% that omits justification 
means that more than one-third of studies with extreme 
heterogeneity present pooled estimates without 
evaluating whether they retain interpretability. This 
omission is indefensible. The justification should 
address four criteria: (a) whether the prediction interval 
falls within a clinically or epidemiologically meaningful 
range—a prediction interval of 4-14% for diabetes has 
similar policy implications across the range, while 
2-65% suggests populations are so heterogeneous that 
a global average has limited utility [78] ; (b) whether 
meta-regression explains substantial heterogeneity 
(R²>0.50), indicating that variability is understandable 
and predictable rather than random; [84] (c) whether 
there is theoretical justification for an average to be 
epidemiologically meaningful—for diseases with strong 
geographical or climate determinants (e.g., malaria), 
global averages have less utility than region-specific 
estimates, while for chronic conditions with 
socioeconomic determinants (e.g., diabetes), global 
averages may serve as useful references [75]; and (d) 
whether heterogeneity is statistical (true population 
differences with comparable measurements) versus 
structural (fundamentally different disease definitions 
or study populations making estimates incomparable). 
When these criteria suggest that a global pooled 
estimate retains limited interpretability, alternatives 
include presenting stratified estimates by region or 
level of economic development, providing the complete 
meta-regression model for users to generate 
predictions specific to their context, or offering narrative 
synthesis describing patterns and ranges of prevalence 
without calculating a single global average. These 
alternatives do not represent meta-analysis failure but 
appropriate recognition that some questions require 
more nuanced answers than a single number [70]. 

The research community needs to abandon the 
position that extreme heterogeneity invalidates 
prevalence meta-analyses [3,70]. Peer reviewers who 
reject manuscripts citing only high I² without evaluating 
completeness of heterogeneity investigation apply 
epidemiologically unjustified standards [1]. The 
appropriate standard is: did the authors exhaustively 
investigate sources of heterogeneity using available 
methods? Did they report prediction intervals? Did they 
conduct meta-regression when feasible? Did they 

explicitly justify pooling decisions? Did they interpret 
heterogeneity as epidemiological information about 
disease determinants? A manuscript that meets these 
criteria with I²=99% is methodologically sound and 
should be published. One that omits them with I²=60% 
is methodologically deficient regardless of moderate 
heterogeneity. 

From an editorial perspective, journals could 
implement specific statistical requirements for 
prevalence meta-analyses with high heterogeneity. 
Several journals (e.g., BMJ, Lancet) have adopted 
mandatory reporting guidelines for systematic reviews 
(PRISMA) [95]. Extending these to include 
heterogeneity-specific requirements would formalize 
existing methodological recommendations. Mandatory 
elements could include: (1) prediction intervals when 
I²≥75%, with explicit interpretation in results and 
discussion [72,78]; (2) meta-regression when n≥10 
studies, or explicit statement of why it was not feasible 
[84]; (3) explicit justification of pooling decisions when 
I²>95% addressing the four criteria described [3]; (4) 
reporting of multiple heterogeneity metrics (I², τ², 
prediction intervals) rather than I² alone [77]; (5) 
sensitivity analyses examining robustness to statistical 
model choice [92]; and (6) when Bayesian methods are 
employed, complete specification of priors with 
justification, sensitivity analyses with alternative priors, 
and full reporting of convergence diagnostics [14]. 
These requirements do not represent substantial 
additional burden given that modern software 
implements all these methods, but would transform the 
quality and utility of published prevalence 
meta-analyses. Bayesian methods represent a 
valuable addition to the methodological toolkit for 
specific scenarios or sensitivity analyses, but should 
not distract from the fundamental need to implement 
already-recommended frequentist practices that 
remain widely neglected. 

LIMITATIONS 

This study has several limitations. Data extraction 
was limited to information reported in published articles, 
which may have resulted in some analyses not being 
reported. The distinction between unreported and 
unperformed analyses matters for interpretation, but 
from a scientific communication perspective they have 
equivalent impact on readers. Our search strategy 
specifically targeted global meta-analyses using 
explicit terms, which may have excluded some studies 
of global scope that did not use these terms. However, 
the consistency of extreme heterogeneity across 
diverse disease areas and populations suggests this is 
a universal characteristic rather than an artifact of our 
sampling strategy. We restricted inclusion to the top 
100 Q1 journals in Public Health, which may limit 
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generalizability to lower-impact publications or other 
disciplines. This restriction was intentional to evaluate 
best practices where adherence to methodological 
recommendations should be optimal; identification of 
gaps even in elite publications suggests deficiencies 
elsewhere may be more pronounced. 

We documented presence or absence of statistical 
methods without evaluating their appropriateness or 
quality when performed. Future research examining not 
just the frequency but also the quality of heterogeneity 
investigation would be valuable. We did not have 
access to study protocols or full supplementary 
materials in all cases, precluding assessment of 
whether heterogeneity investigations were 
pre-specified or conducted post-hoc. We did not 
evaluate temporal changes in prevalence or diagnostic 
criteria as sources of heterogeneity. Meta-analyses 
pooling studies spanning decades may combine 
genuinely different disease constructs if diagnostic 
criteria evolved. Similarly, combining data across 
countries with different healthcare systems may pool 
non-comparable estimates. These sources of structural 
heterogeneity require separate methodological 
investigation beyond statistical approaches. Finally, our 
evaluation focused on statistical methods for managing 
heterogeneity and did not address other important 
aspects of prevalence meta-analyses such as risk of 
bias assessment or publication boas, which may also 
contribute to observed heterogeneity. 

CONCLUSIONS 

Extreme heterogeneity is nearly universal in global 
prevalence meta-analyses published in top-tier journals, 
but the statistical methods available for managing such 
heterogeneity remain substantially underutilized. The 
critical gaps are specific and addressable: prediction 
intervals are reported in only 5.8% of studies despite 
being computationally straightforward; meta-regression 
is employed in only 34.6% of studies; and explicit 
justification for pooling is absent in 36.5% of 
high-heterogeneity studies. These standard frequentist 
tools—readily implementable and widely 
recommended—represent the primary opportunity for 
improving statistical rigor in prevalence meta-analyses. 
An exploratory Bayesian analysis of three 
meta-analyses demonstrated concordance with 
frequentist estimates while providing additional 
uncertainty quantification for heterogeneity parameters, 
illustrating that alternative frameworks are feasible and 
interpretable when applied to prevalence data with 
extreme heterogeneity. However, their value lies 
primarily in specific scenarios (small study numbers, 
hierarchical structures, or prior information availability) 
rather than routine application. 

The evaluation criterion for prevalence 
meta-analyses should focus on the thoroughness of 
heterogeneity investigation and reporting rather than 
the magnitude of heterogeneity itself. Extreme 
heterogeneity in prevalence studies is expected and 
statistically manageable, but its acceptance should be 
conditional on rigorous investigation that transforms 
heterogeneity from a statistical problem into 
interpretable epidemiological information about disease 
determinants and geographic variation. Moving forward, 
researchers conducting global prevalence 
meta-analyses should prioritize implementing 
prediction intervals and meta-regression—accessible 
through meta for or Stata—as these tools remain 
severely underutilized despite their computational 
simplicity and interpretive value. Bayesian methods 
(bayesmeta, brms, rstan) represent valuable additions 
for sensitivity analyses or specific scenarios where they 
offer substantive advantages, but should not distract 
from the fundamental need to implement 
already-recommended practices that remain widely 
neglected. Peer reviewers and editors should evaluate 
the completeness of heterogeneity investigation rather 
than rejecting studies based solely on high I² values. 
By improving statistical rigor through practical 
application of available tools—particularly the 
underutilized standard methods—the field can 
maximize the utility of prevalence meta-analyses for 
informing public health policy and resource allocation 
decisions in an increasingly data-driven global health 
landscape. 
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